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“The greatest enemy of knowledge is not ignorance; it is the illusion of knowledge.”
- Stephen Hawking

The use of multilevel modeling (MLM) to analyze nested data has grown in popularity over the years in the study of school psychology. However, with the increase in use, several statistical misconceptions about the technique have also proliferated. We discuss some commonly cited myths and golden rules related to the use of MLM, explain their origin, and suggest approaches to dealing with certain issues. Misunderstandings related to the use of the intraclass correlation, design effects, minimum sample size, multilevel factor structures, model R², and the misestimation of standard errors are reviewed. Many of the cited myths have much truth in them—though at times, researchers may not be aware of the exceptions to the rules that prevent their overall generalization. Although nesting should be accounted for, researchers should realize that MLM, which is a powerful and flexible technique, is not the only method that can be used to account for the clustering effect.

Impact and Implications

School psychology is inherently a multilevel field that often makes use of multilevel modeling (MLM) for the analysis of clustered data. Given the widespread use of various rules of thumb and based on the findings of more recent studies, we provide guidance for applied researchers who are exploring the use of MLM in their own studies. Many of the myths have kernels of truth though researchers should be aware of the exceptions that make broad generalizations of the rules difficult.

Keywords multilevel modeling; hierarchical linear modeling; statistical misconceptions

The use of multilevel modeling (MLM, also known as hierarchical linear modeling or HLM) has become increasingly popular when analyzing nested data. As indicated by Graves and Frohwurf (2009), “the discipline of school psychology is inherently a multilevel field” (p. 84) with students nested within schools. Observations within one group or cluster tend to be more alike with each other compared to observations within other groups violating a well-known regression assumption of observation independence
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(Cohen, Cohen, West, & Aiken, 2003). Further, group membership may influence individual behavior and outcomes (Bliese & Hanges, 2004).

A large number of books and articles have been written on how to analyze clustered data (e.g., Luke, 2004; Raudenbush & Bryk, 2002; Singer, 1998). The popularity of MLM in school psychology is suggested in that the most cited article from 2010 to 2015 in the Journal of School Psychology (Elsevier, 2015) was not one that focused on a particular substantive area of school psychology, but a primer on MLM (Peugh, 2010). A search on the number of peer-reviewed articles using the PsycNET database of the American Psychological Association (APA) with keywords related to MLM indicated that in 2017, there were 179 articles published related to MLM, more than three times the number (i.e., 50 articles) published in 2007.

General and specialized multilevel modeling software, both free (e.g., R) and commercial (e.g., HLM and SAS), are readily available. However, together with the growth of MLM as an analytic technique, several myths regarding the method abound and are found in many well-respected journals suggesting that both authors and reviewers may not be fully aware of more recent developments in the field related to the analysis of clustered data. We highlight some of these myths and golden rules which deserve some attention as newer studies, which we focus on in the View Today section of each myth, may have clarified some prior ambiguous modeling related issues.

The goal of the current article is to provide suggestions and guidance to applied researchers who are considering MLM techniques in their own research. We refrain from citing studies that may have followed these myths (though are available in the online appendix) so as not to cast concerns about these studies. However, the reliance on these rules of thumb illustrates the complexity of the issues that exist in the field with regard to making decisions related to the use of MLM. As with various myths, there are also kernels of truth embedded within them. Often, the myths may be true, but are conditional on certain factors which researchers should be aware of.

**Myth 1: When the intraclass correlation is low, multilevel modeling is not needed.**

The intraclass correlation (ρ) or ICC is a well-known statistic routinely used when conducting multilevel analysis. The ICC represents the amount of variance

---

1 APA PsycNET search at [http://psycnet.apa.org](http://psycnet.apa.org). Keywords were related to the procedure or the software used in the analysis: “MLM”, “HLM”, “multilevel”, “HGLM”, “xtmixed”, “glimmix”, “mlwin”, “PROC MIXED”, “nlme”, “lmer”. We do not use the term “hierarchical” as at times, hierarchical regression is used which is not HLM.
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attributable to the group level and is commonly estimated using a null model (i.e., a model with no predictors) or equivalently, a one-way random effects ANOVA. The ICC is computed as $\rho = \frac{\tau_0}{\tau_0 + \sigma^2}$ where $\tau_0$ and $\sigma^2$ are associated with the variance of the between- and within-group error terms. Adding together $\tau_0$ and $\sigma^2$ will provide the total variance of the outcome variable. An ICC of 1 indicates that differences in the outcome variable are completely dependent on the grouping variable and an ICC of 0 signifies complete observation independence.

Often, the null model is computed initially to determine if a MLM is needed in the first place or to give an indication how much variance the cluster can account for (cf. Peugh, 2010). Some methodologists, “literally too many to list” (Nezlek, 2008, p. 856), may suggest that with low ICCs, MLM models may not be needed at all and data may be analyzed using much simpler ordinary least squares (OLS) regression (Hayes, 2006). For example, in the absence of a substantial ICC (e.g., $\rho < .05$), Thomas and Heck (2001) indicated that “in such cases where the observations are nearly independent, traditional multiple regression analysis using appropriately weighted data will provide accurate estimates of the parameters and standard errors.” Studies may then point to low ICCs and proceed with using more straightforward, single-level analyses.

**View today:** It is true that with low ICCs and a low number of observations per cluster, Type I error may not be an issue. Simulation studies have shown that the higher the ICC, the more serious the repercussions on standard error estimates for level two variables which may increase Type I errors (Maas & Hox, 2005; Musca et al., 2011). However, even with ICCs as low as .01 (see online appendix for an example), the Type I error rate may be as high as .20, four times higher than the conventionally used alpha of .05 (Musca et al., 2011). Best practice today is not to simply ignore the clustering effect, but to account for the clustering effect using MLM or some other alternative means (see Huang, 2016).

To understand why even low ICCs may have a large impact, an understanding of design effects (DEFF; Kish, 1965) is informative. Design effects are known as the ratio of the operating variance to the sampling variance if a simple random sample were conducted. DEFF is computed as $1 + (n_e - 1) \cdot \rho$ where $\rho$ is the ICC and $n_e$ is the average (or the harmonic mean for unbalanced clusters) cluster size. Dividing the nominal sample size used in a study by DEFF will indicate what the effective sample size would be if a random sample were taken so a DEFF greater than 1 would reduce the estimated sample size. The only time when DEFF is equal to 1 is when the ICC = 0 or $n_e = 1$.
(i.e., there is only one observation per cluster or in other words, there is no clustering in effect).

Note that the effect of DEFF combines both the ICC and the average cluster size. Even if ICC is held constant, DEFF increases as cluster size increases. In other words, the ICC is not the sole determinant of the design effect. An ICC of .10 with an average cluster size of 10 would have a DEFF of 1.09 but an ICC of .01 with an average cluster size of 100 (e.g., students within schools) would result in a much higher DEFF of 1.99.

**Tip:** Often, the ICC, which is needed in the computation of the design effect, is estimated using an unconditional MLM. However, a quick way to approximate the ICC without needing to run an MLM is to perform an OLS regression using only the dummy coded grouping variables as the predictors—also known as a fixed effects model (Huang, 2016). Manually creating \( g - 1 \) dummy codes, where \( g \) is the total number of groups, may sound time consuming but statistical software can automatically create dummy codes using syntax (e.g., factor in R or the class statement in SAS) or drop down menus (transform → create dummy variables in SPSS). The adjusted \( R^2 \) (not the standard \( R^2 \)) from the regression model, which represents the proportion of variance accounted for by the group factor, will approximate the ICC which is the amount of variance accounted for by the grouping variable (Huang, 2016).

**Myth 2: When the design effect is less than two, multilevel modeling is not needed.**

Related to myth 1, another often cited golden rule is that MLM may not be needed when DEFF is less than two (see Maas & Hox, 2005; Peugh, 2010). Lai and Kwok (2015) indicated that the rule has often been invoked numerous times in the education, psychology, business, and medical literature (see Lai & Kwok, 2015 for a list of articles using the rule). Often, articles attribute the rule to Muthen and Satorra (1995) who actually did not explicitly state that general rule.²

**View today:** In a recent study that investigated the DEFF < 2 rule using Monte Carlo simulations that tested varying conditions (i.e., design effects, cluster size, and number of clusters), Lai and Kwok (2015) found some support for the rule though indicated that it works only in a limited number of situations and caution researchers when applying

---

² In the Muthen and Satorra (1995) study, DEFF was not a manipulated factor in their simulation but rather it was ICC.
the rule of thumb. Support for the rule was found only when the number of observations within cluster was at least 10, the relationship between the level one predictors and the outcome were constant (i.e., no random coefficients), and when the predictors were group-mean centered. If the research question focused on level two effects, Lai and Kwok warned that standard errors would be biased when $DEFF \geq 1.5$ thereby increasing the probability of Type I errors.

**Tip:** Researchers may actually use the DEFF values and manually adjust standard errors used in statistical significance testing. For example, in computing for statistical significance, a model with nested data can be run using standard OLS regression and standard errors can be adjusted by multiplying the standard errors by the square root of DEFF (Hahs-Vaughn, 2005; McCracken & Adelson, 2010). Large DEFFs will result in higher standard errors which is why the adjustment has also been referred to as a variance inflation factor (Donner, 1998, p. 10).\(^3\) The DEFF adjustment is an approximation and can be used for various procedures (e.g., structural equation modeling), not just regression (see Fan, 2001).

**Myth 3:** Standard errors from the OLS analysis of clustered data will always be underestimated resulting in greater Type I errors.

An often cited reason for using MLM is to correct for the underestimated standard errors which may result when OLS regression is used in analyzing clustered data (Bliese & Hanges, 2004). However, MLM standard errors at level one actually may be smaller (i.e., more powerful) compared to OLS standard errors. The myth of underestimated standard errors is partially correct and depends on the level of the variable of interest and the design of the study.

**View today:** Level-two standard errors will often be underestimated (Huang, 2016) though not necessarily so for level-one variables. If researchers are interested in level-two effects (e.g., intervention administered at the school or classroom level with student level outcomes) and data are analyzed using standard OLS regression, the coefficients will often have underestimated standard errors (depending on the cluster size and number of clusters) as a result of the data not being analyzed with the actual number of observations. For example, in a study of 300 students nested within 30 schools, the predictor variables at the school level will be estimated with an $n$ of 300 (the sample size of the students) instead of $n = 30$ (the actual number of groups). As $n$ increases,

---

\(^3\) Not to be confused with the regression diagnostic used to test for multicollinearity.
standard errors decrease which results in increased power to reject the null hypothesis. In addition, erroneous degrees of freedom will be used when evaluating statistical significance again increasing the probability of Type I errors (e.g., the critical value for a $t$-test for a study with 30 participants is larger compared to the critical value of a study with 300 participants). The implications for ignoring the clustering can spell the difference between supporting or rejecting certain hypotheses. Baldwin, Murray, and Shadish (2005) reanalyzed 33 studies which administered group-level treatments and ignored the clustered nature of the data. After applying a correction factor, 6 to 19 out of the 33 studies no longer had statistically significant results.

For level-one predictors, Bliese (2000) mentioned that the estimates based on OLS regression can be “too liberal or too conservative” indicating that the bias can go in either direction. Studies that have used secondary datasets as well as Monte Carlo simulations have indicated that level-one standard errors for OLS regression may be more conservative (i.e., too small) and at other times more liberal (i.e., too high) as well (Arceneaux & Nickerson, 2009; Astin & Denson, 2009; Harden, 2011; Huang, 2014, 2016; Rocconi, 2013).

To explain this, a multilevel model partitions the variance at the between and within levels as illustrated earlier using $\tau_{00}$ and $\sigma^2$. However, in analyzing a level-one outcome with only a level-one predictor using OLS regression, standard error estimates are based on the total variance which is equal to the sum of $\tau_{00}$ and $\sigma^2$ and is thus larger than $\sigma^2$ alone (i.e., the level one variance) when ICC is greater than zero (Bliese & Hanges, 2004). The result is a more conservative test of statistical significance resulting in more Type II errors and a loss of power (see Authors, under review). A more accurate characterization then of the standard error estimates using OLS with clustered data for level-one variables is that standard errors may be misestimated as the direction of the bias may be positive or negative.

**Myth 4: MLM and OLS differ only in their standard errors and regression coefficients will be the same.**

Studies comparing regression coefficient estimates using OLS regression and MLM have shown the parameter estimates may not differ greatly between the two methods (Astin & Denson, 2009; Huang, 2016; Lai & Kwok, 2015). Others have mentioned that OLS will generally produce unbiased estimates for the regression coefficients suggesting approximately the same estimates regardless of the type of model used. In a Monte Carlo simulation using 15,000 datasets across a range of ICCs (from .00 to .95), Mundfrom and Schultz (2001) compared regression coefficient estimates between OLS and MLM and “showed remarkable similarity when compared with each
other” (p. 20) though they noted also that MLM provides better, more accurate estimates of standard errors.

**View today:** Although coefficient estimates may often be similar in OLS and MLM models, that may not always be the case (Huang, 2018a). When level one predictors are correlated with the higher level group or unit effects which are not included in the model, bias is introduced (Bafumi & Gelman, 2006). The bias is not merely theoretical or a technical issue.

In an analysis using the PISA 2012 dataset in Thailand, Huang (2018a) used an indicator variable if a student spoke another language at home (1 = yes, 0 = no) to predict reading achievement. Analyzed using OLS regression, results showed a statistically significant and negative relationship (B = -10.9, p < .001) indicating that if a student spoke another language at home, this was associated with poorer reading outcomes. However, using the same variables but analyzed using MLM, results were the opposite and students who spoke another language at home had higher reading scores (B = 8.1, p < .001). Using different model specifications, Huang illustrated how models can be estimated to produce the same point estimates using either method.

Researchers should keep in mind that MLM does not control for variables at the higher level if the variable is not included in the model. Not including variables at the higher level may result in omitted variable bias (OVB) at level one where coefficient estimates are higher or lower than they should actually be. In prior simulations that have examined the differences between OLS and MLM models (e.g., Mundfrom & Schultz, 2001), level one and level two predictors were generated orthogonally (i.e., not correlated) so no bias was present thereby producing comparable results.

**Tip:** Fortunately though, if the researcher is interested in the level-one coefficients (e.g., student SES), getting unbiased coefficients can be done several ways—and these methods are applicable when using either OLS or MLM. One way is to include the contextual effect or the level two aggregation of the level one variable (in this case, the school average of SES) (Huang, 2018a). Another way is to include the group-mean centered level one variable, also known as centering within context (CWC). If the researcher is interested in the association of the level one predictor (X_{ij}) on the outcome (Y_{ij}), group-mean centering is the best option because group-mean centering removes all between group variation (Dalal & Zickar, 2012). Group mean centering or using demeaned data (i.e., subtracting the group mean from variables) effectively eliminates the group-level effect from the variable and reduces the ICC of the predictor variable to zero as all of the clusters will have a mean of zero for the centered variable. Enders and Tofifghi (2007) stated that analyses using grand-mean centered variables result in an
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ambiguous mixture of level one and level two associations with the X and Y variables and that CWC results in coefficients that were ‘pure estimates’ (p. 127) of the association between the level one variable with Y. Finally, a third way to remove bias resulting from missing higher-level variables is to run a fixed effect model which merely includes the dummy coded cluster variables as level two predictors (see Huang, 2016, 2018a).

**Myth 5: There is no overall R² when using multilevel linear models.**

Frequently, studies using MLM show a reduction in variance at the between- and within-levels using a pseudo R² as a global effect size measure. Indeed, this is in advantage of MLM where variance can be partitioned at both the between and within groups allowing researchers to indicate the proportion of variance explained at either or both levels. However, researchers may want an overall R² statistic just like in OLS regression which explains how much overall variance is accounted for in the outcome variable by the independent variables. Some may indicate that “the [R²] statistics are computed in different ways, there is no straightforward comparison of variance explained statistics between OLS regression and HLM analysis” and that the “variance explained statistics are not directly comparable between analyses” (Rocconi, 2013 p. 456). Though it is true that proportion of variance reduced at different levels are not directly comparable to the R² statistic in an OLS regression (which is also why they are often referred to as pseudo R²s and at times may be negative), an overall R², which means the same thing in both OLS and MLM models, can be computed. The challenge is that R² values are automatically provided in OLS regression output whereas computing the R² in an MLM requires some additional, though straightforward computations since they are not routinely provided. Some authors may reestimate MLMs using OLS regression, assume that parameter estimates are the same as with an MLM, and report the OLS R² instead (see appendix).

**View today:** In a regression model, the R² can be conceptualized as the squared correlation between the predicted ($\hat{Y}_{ij}$) values and the actual observed $Y_{ij}$ values (Agresti & Finlay, 1997). Instead of simply viewing R² as a percentage of variance accounted for, R² can be viewed as the proportion reduction of prediction error (Luke, 2004). As a measure of global effect size, R² can be computed, in both an MLM and OLS regression model, by correlating the predicted scores and the observed scores and squaring that coefficient (Peugh, 2010). Roberts (2004) also showed the computation in an MLM setting using the sums of squares (regression) divided by the sums of squares (total) which yields the same results (i.e., $R^2 = SS_{reg} / SS_{total}$). Although the
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proportion of variance reduced at the different levels is useful, an overall $R^2$ may also be informative with regard to the overall variance explained by the dependent variables which is readily understood. The logic follows that if one model performs better than another model, it should be more accurate, have lower residual error, and thus have a higher $R^2$. For a comparison of different explained variance measures, readers can consult LaHuis et al. (2014).

**Tip:** A simple way—without having to correlate the observed and predicted values—is to compare the reduction in total variance from the null to the full model. For example, in the null model, the variance of the outcome variable is 100. In the full model, the variance (i.e., the within plus the between level variance) is 70. Then, the 30 point reduction in variance is equal to an $R^2$ of .30 or the predictors explained 30% of the variance in the outcome—which means the same thing as in standard OLS regression.

Although $R^2$ may be informative as a measure of effect size, for an evaluation study where it is important to show how meaningful the difference is between a treatment and control conditions, the $R^2$ does not communicate this magnitude. For example, in one of the most influential experimental studies involving class size and student achievement, the Tennessee Project STAR (Mosteller, 1995), our own analyses show the $R^2$ measure to be .02 based on the treatment assignment variable alone. A more meaningful measure is a standardized mean difference such as Cohen’s (1992) $d$. Estimating effect sizes may be done for binary predictors if the outcome variable is standardized (i.e., z scored) so that the regression coefficients for the binary predictors can be interpreted in standard deviation units.

**Myth 6: Multilevel modeling is not necessary with factor analysis.**

Actually, this myth has not been explicitly stated as such but is evident in several factor analytic studies which do not account for the clustered nature of the data when nesting is present. The violations of nested designs in factor analytic work are quite common with measures related to school climate or teacher evaluations where results from the individual respondents are factor analyzed but in actuality, the higher-level construct (e.g., the school climate or the teacher rating, not the individual response) is of interest. This however may not always be an issue but is dependent on the level of interest.

**View today:** The majority of parametric statistical procedures used, which includes factor analysis, are part of the general linear model (Graham, 2008) which assumes the statistical independence of observations. Factor analytic studies that ignore the
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clustered nature of the data are still the norm, despite that over a decade ago, Julian (2001) wrote about the consequences of ignoring the nested structure present with multilevel data. Julian indicated that as ICC increased, model fit indices, $\chi^2$ statistics, parameter estimates, and standard errors all exhibited estimation problems. Older studies have also indicated the problems associated with not accounting for the clustered nature of the data (Kaplan & Elliott, 1997; Muthén & Satorra, 1995). Konold et al. (2014) suggested several reasons why this may be the case: 1) a limited number of software packages that can perform multilevel factor analysis; 2) estimation and convergence issues; or 3) a failure to recognize the nested data structure when present. Indeed, Heck and Thomas (2008) indicated that years ago, getting software to estimate multilevel factor analytic models were “programming nightmares for even simple within-and between-group factor models” (p. 114).

Given the findings of several methodological studies (Julian, 2001; Kaplan & Elliott, 1997; Muthén & Satorra, 1995), the clustered nature of the data should be accounted for, especially if the factors of interest are higher level constructs (e.g., school climate). However, unlike multilevel regression models, multilevel factor analysis has an additional complication that the factor structures, which are often the focus of the studies, may differ at the individual and at the group level (Bliese, 2000; Dyer, Hanges, & Hall, 2005; Huang & Cornell, 2015; Huang, Cornell, & Konold, 2014). The implication of the invariance in factor structures at different levels is large especially when the unit of interest is at the group level. If individual level data are aggregated to form group level composites (e.g., an evaluation of teacher effectiveness based on individual student feedback), and the factor structures at both levels differ, results will be misleading as the variables may load on different factors at the different levels.

Group level factor structures have been found to often be simpler compared to individual level factor structures (Huang & Cornell, 2015). Schweig (2013) demonstrated in an analysis of a school climate measure and a teacher evaluation measure, that when factor structures differ at both levels, scales formed based on factor loadings can be highly misleading. The problem of invariant factor structures though cannot simply be solved by adjusting standard errors or applying a correction procedure but requires multilevel factor analysis or factor analyzing the properly estimated correlation matrix at the different levels (Schweig, 2013; Stapleton, 2006). In addition, reliability estimates (e.g., Cronbach’s alpha, omega) at level one are not necessarily the same as the reliability estimates at level two (Geldhof, Preacher, & Zyphur, 2014) though is relatively straightforward to compute (Huang, 2017).
Myth 7: Clustering can always be accounted for properly using the “type = complex” option in Mplus.

The availability of Mplus has greatly helped applied researchers in dealing with clustered data. Numerous articles mention handling the clustered nature of their data by using the “type = complex” option in Mplus or even at times merely indicating clustering was automatically accounted for by using Mplus without even indicating the procedure used. However, analysts should understand what the option is actually doing and how the clustering is handled as it may not be appropriate in some situations. The use of “type = complex” is not a statistical approach in itself. Based on Mplus documentation, the “type = complex” option applies the well-known Huber White standard error adjustments and retains the parameter estimates.

The standard error adjustment uses a sandwich estimation procedure (Berger, Graham, & Zeileis, 2017) which may account for the clustering when the number of groups is approximately 25 or more (see Huang, 2014, 2016). With few clusters however, the standard errors may still be misestimated (Bell & McCaffrey, 2002; Cameron & Miller, 2015). This is recognized in the Mplus discussion board as well (see footnote 1; Muthen, March 10, 2005). So, as long as the there are a reasonable number of groups and the assumption that the relationship of the variables at level one and higher are the same, using “type = complex” may account for misestimated standard errors.

Myth 8: At least 30 or 50 clusters/groups are needed to use a multilevel model.

A commonly cited rule of thumb that MLMs require at least 30 groups with 30 individuals per group (i.e., the 30/30 rule) can be attributed to Kreft’s (1996) unpublished manuscript. Based on a review of MLM studies, Toninandel, Williams, and LeBreton (2014) indicated that this 30/30 rule was the most widely cited guideline for required sample sizes using MLMs. However, Toninandel et al. pointed out that Kreft’s study was based on a review of other unpublished manuscripts, focused on fixed effects estimation, and were for obtaining power for cross-level interactions.

Another often cited reference for MLM sample sizes is a simulation study (using various individual and group sample size conditions) of Maas and Hox (2005) who

---

4 Similar procedures with R require the lavaan.survey package (Oberski, 2014) in a latent variable framework or the survey package (Lumley, 2014) in a regression framework.

5 http://www.statmodel2.com/discussion/messages/12/587.html?1376493089
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indicated in their study abstract that “...a small sample size at level two (mean a sample of 50 or less) leads to biased estimates of the second-level standard errors” (p. 86). However, Maas and Hox were specifically referring to estimates for the residual variance components and indicated, in conclusion, that “both the regression coefficients and the variance components are all estimated without bias, in all of the simulated conditions. The standard errors of the regression coefficients are also estimated accurately, in all of the simulated conditions.” (p. 90). Several studies though erroneously reference Maas and Hox as a reason to require at least 50 clusters in order to use an MLM even if only interested in the fixed effects.

**View today:** Even with a small number of clusters, MLMs may result in unbiased estimated for the regression coefficients and standard errors. Several simulation studies have shown that MLM may be used even with as little as 10 groups (Bell, Morgan, Schoeneberger, Kromrey, & Ferron, 2014; Huang, 2016, 2018b; McNeish & Stapleton, 2016). However, with a smaller number of clusters, restricted maximum likelihood is recommended compared to the use of maximum likelihood estimation (Goldstein, 2011; Huang, 2016; Meijer, Busing, & Van der Leeden, 1998) together with a Kenward Roger (1997) degrees of freedom adjustment or Satterthwaite approximation (see McNeish & Stapleton, 2016 for detailed explanation).

Often, cluster randomized trials (CRTs) may operate with a limited number of groups (which is a practical limitation). A review of 285 CRTs in the health sciences indicated that the median number of clusters used in studies was 21 (Ivers et al., 2011), far less than the 30 clusters or even 50 clusters often cited. However, to determine the number of clusters required for MLM studies, we strongly recommend conducting actual power analyses using freely available software rather than simply relying on rules of thumb. Free and readily available software such as Optimal Design (Spybrook et al., 2011) or PowerUp! (Dong & Maynard, 2013) were specifically developed for that purpose.

**Implications for Practice**

Numerous developments and methodological studies related to MLM have been conducted within the past decade alone. Although years ago, unfamiliarity with MLM was “commonplace within the field of school psychology” (Graves & Frohwerk, 2009, p. 91), MLM today remains an important analytic tool, especially with school- or group-based studies that randomize intact groups to treatment or control conditions often used in school-based intervention studies (Resnicow et al., 2010). What has become apparent though with the availability of various MLM tutorials, access to software, and
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the presence of nested data, is that the clustered data structure should not be ignored, but rather it should be accounted for properly—and MLM is not necessarily the only technique that can be used (for alternatives such as using fixed effect models and cluster robust standard errors, see Huang, 2016). Ignoring the clustering effect, even with an ICC as low as .01, can have practical, real world implications (see appendix). In the case of factor analytic work, this multilevel analysis may be even more important if the unit of interest is the higher-level unit (e.g., teacher evaluations by students).

Researchers should also take care in citing various references (e.g., Maas & Hox, 2005; Muthén & Satorra, 1995) which may not actually state the cited rules and lead to further perpetuation of certain myths. In addition, care should be taken in citing applied studies that use these guidelines as the more modern view with regard to the rules of thumb, informed by simulations and newer studies, may have changed. Many of the cited myths have much truth in them—though at times, researchers may not be aware of the exceptions to the rules that prevent their overall generalization.
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SUPPLEMENTARY MATERIALS: Online Appendix

We specifically do not cite these studies in the main body of the manuscript so as not to question the original study findings. Several of these come from leading journals such as School Psychology Quarterly, School Psychology Review, Prevention Science, the BMJ, and Psychological Assessment (there are more). These references though illustrate the complexity of the issues that exist in the field as they relate to multilevel modeling and reflect how developments may change over time. We use these references as well because their results are robust to any particular violations (i.e., there is nothing wrong with the results of the analysis unless stated otherwise) based on the related myth. However, we believe that myths may be perpetuated by citing studies that have used these rules of thumb. Refer to the main article for the explanation of the myths to provide a context for the quotes.

Myth 1: When the intraclass correlation is low, multilevel modeling is not needed.

“Various authors (literally too many to list – this is an ongoing discussion) suggest that multilevel models are not appropriate when something called the intraclass correlation (ICC) is low (or 0).” (Nezlek, 2008, p. 856)

For example, Huang and Invernizzi (2013, p. 15) first tested an unconditional MLM to see if “multilevel modeling was necessary (i.e., the intraclass correlation coefficient or $\rho$ was greater than .05).” Cornell, Allen, and Fan (2012) indicated in their cluster randomized control trial that ICC “coefficients ranged from 0.04 to 0.07 and therefore were deemed unlikely to cause serious inflation of the Type I error rate” (p. 108).

NOTE: Type I errors were accounted for in their analyses as a more conservative alpha of .01 was used in evaluating statistical significance as recommended by Heck, Thomas, and Bauer (2005). The study had 201 students nested within 40 schools (or an average of 5 students per school).

Even with low ICCs, accounting for the clustering effect is extremely important. Alderman, Konde-Lule, Sebuliba, Bundy, and Hall (2006) conducted a cluster randomized control trial focusing on child health (with weight gain as the outcome) and provided deworming medicine to preschool aged children in the treatment group. Deworming, which has been a contentious topic, has been an identified way to improving nutritional status among malnourished children which leads to better school attendance through reduced absenteeism (Miguel & Kremer, 2003). Participants
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included 27,995 children in 48 parishes (~ 582 children per parish). Half of the parishes were assigned to the treatment group and half were assigned to the control group. Results indicated (in Table 2 of the article) that children receiving the deworming medicine pills gained approximately 154 g (CI: 91 – 214, $p < .01$) or approximately 10% of average initial body weight. A few years later, a correction was published in the BMJ\(^6\) (2012) by the authors who indicated that they inadvertently failed to account for the clustering and results were no longer statistically significant 154 g (CI: -19.7 – 330, $p > .05$) once accounted for. Based on our calculations, using an estimated design effect approximated from the change in standard errors together with the average cluster size, we estimated the ICC to be a low .014.

**Myth 2: When the design effect is less than two, multilevel modeling is not needed.**

See Lai and Kwok (2015) for an extensive list of articles from several disciplines such as education, psychology, business, and medicine that cite this rule.

**Myth 3: Standard errors from the OLS analysis of clustered data will always be underestimated resulting in greater Type I errors.**

Huang (2016) indicated that even with moderate ICCs, “OLS standard errors may be underestimated” (without specifying the level where the underestimation is occurring) though he later also indicates that standard errors may be too large. O’Malley, Voight, Renshaw, and Eklund (2015) wrote that the multilevel model used in their analysis rendered “standard error estimates more conservative by accounting for the common variance in the outcome variable” (p. 148) even though their analyses focused on only student-level (level one) variables with no school-level predictors.

Methodologists may indicate that “standard multivariate models are not appropriate for the analysis of such hierarchical systems, even if the analysis includes only variables at the lowest (individual) level, because...standard errors are negatively biased, which results in spurious ‘significant’ effects” (Maas & Hox, 2004, p. 428).

\(^6\) In 2016, the BMJ had an impact factor of 20.79.
Myth 4: MLM and OLS differ only in their standard errors and regression coefficients will be the same.

Several studies cited in text show that the MLM and OLS results may be similar (see main article). However, this may not always be the case. In these cases, “absence of evidence is not evidence of absence.”

Myth 5: There is no overall R² when using multilevel linear models.

“Although OLS regression generates biased parameter estimates and standard errors when analyzing multilevel data, it does provide an adequate approximation of effect-size estimates (i.e., R²) for the overall variance in individual-level outcomes that is explained by individual-level and group-level predictors ... Thus, we reported R² results from OLS regression analyses as a way of conveying effect sizes.” (Wallace, Edwards, Arnold, Frazier, & Finch, 2009, p. 258)

“Rather than using pseudo-R² estimates, the effect size assessments for self-presentation and helping behavior were derived from ordinary least squares (OLS) regression.” (Vandenberghe et al., 2007).

Myth 6: Multilevel modeling is not necessary with factor analysis.

Recent studies on measures of school climate, which take student-level measures to make decisions about school level factors, despite recognizing the clustered nature of the data, are often analyzed at only the student-level (Bear, Yang, Pell, & Gaskins, 2014; Zullig et al., 2015). Factor analytic studies may also invoke the different golden rules specified earlier as a basis for ignoring the clustering effect. For example, a factor analytic study using nested data indicated that DEFF was not greater than two for most variables and indicated that clustering did not need to be accounted for (Yang et al., 2013). For school climate, conducting factor analytic studies on student level information only is also important as at times, level one measures are used as outcomes (e.g., Datta, Cornell, & Huang, 2017). NOTE: studies may also correctly account for the clustering effect by demeaning the data (e.g., Bear, Gaskins, Blank, & Chen, 2011)—but do not test for the factor structure at the higher level. The level 1 factor structure may be reasonable, but if not tested, the level 2 factor structure is unknown so generalizations to the higher level construct may be difficult. The need for MCFA is probably even more important for student evaluations of teaching as the unit of interest
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is the teacher and students are merely informants (Huang, Bergin, Tsai, & Chapman, 2016).

**Myth 7:** Clustering can always be accounted for properly using the “type = complex” option in Mplus.

The following examples merely indicate that Mplus was used—but do not actually indicate what specific statistical procedure was performed.

“Therefore, we used the ‘TYPE = COMPLEX’ procedure in Mplus to calculate standard errors and chi-square values ...” (Breevaart et al., 2014).

“Since randomization took place within the school level and children were nested within these schools, we used Mplus 6.1 (Muthen and Muthen 1998) to control for potential clustering effects.” (Starrenburg, Kuijpers, Kleinjan, Hutschemaekers, & Engels, 2017).

**Myth 8:** At least 30 or 50 clusters/groups are needed to use a multilevel model.

“Another challenge in using HLM is that a 2- or 3-level model requires a larger sample size than might be available for some research questions. For example, in a simulation study using a 2-level model, Maas and Hox (2005) suggested that it would be necessary to have at least 50 cases at level-2 in order to achieve unbiased standard errors. Although 50 programs or institutions may be readily available in large, national datasets, this may be beyond many smaller studies.” (Niehaus, Campbell, & Inkelas, 2014)

“According to Maas and Hox (2005), a minimum of 30 cases at the highest, team level of analysis is needed for adequate power in multilevel modelling. Following this rule of thumb, we do not have a sufficient amount of cases at the highest, third level (N = 8) required for robust estimations” (Breevaart et al., 2014).

“Our 24 job groups approach the preferred number of (at least) 30 groups on the second level prescribed by some authors (Kreft, 1996; Maas and Hox, 2004) for multilevel analysis” (Cambré, Kipers, van Veldhoven, & De Witte, 2012, p. 211).